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Let’s consider an realistic application of PPML

The customer doesn’t trust the bank with all its private information, so it resorts to
PPML.
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Algorithmic Accountability is about an obligation to report, explain or justify the
outputs of an algorithm1

“The algorithm did it” is not an acceptable response when the “AI” misbehaves

1www.fatml.org/resources/principles-for-accountable-algorithms
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Inputs

Security definitions for MPC don’t care if the adversary uses Mfair or Munfair as its input

That means it’s the responsibility of the function (not the protocol) to ensure
accountability for the output.

But that seems hard—instead of a secure computation that does

y = Eval([M], [x ])

We now have to perform a secure computation that does

y = EvalButOnlyIfModelIsGoodAccordingToGoodThatAgreesWithThreatModel([M], [x ])
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Prior research

The apparant clash between privacy and AA have been observed before

▶ An Adversarial Perspective on Accuracy, Robustness, Fairness, and Privacy:
Multilateral-Tradeoffs in Trustworthy ML (IEEE Access 2022)

▶ Implementing Responsible AI: Tensions and Trade-Offs Between Ethics Aspects
(Arxiv 2023)

Others attack the issue explicity, e.g.,

▶ Private and Reliable Neural Network Inference (CCS 2022)

And others attack this issue, but from the “wrong” direction

▶ Planting Undetectable Backdoors in Machine Learning Models (FOCS 2022)
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Up for discussion

Thus we arrive at a (non-exhaustive) list of questions

▶ First of all, is this even a problem?

▶ Is this an MPC issue, or does it apply to other PETs? Are some PETs “immune”
to this problem?

▶ Do PETs, specifically in the context of PPML, fail if they cannot also facilitate
AA?

▶ Is this a PPML only issue?
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